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Feedback control of heart rate during robotics-assisted end-effector-based stair climbing

Jan Riedo and Kenneth J. Hunt
Institute for Rehabilitation and Performance Technology, Division of Mechanical Engineering, Department of Engineering and Information Technology, Bern University of Applied Sciences, Burgdorf, Switzerland

ABSTRACT
End-effector robots for gait training have potential for cardiovascular fitness therapy. We developed and tested a heart rate (HR) controller for end-effector robots, operated in stair-climbing mode. The structure has an inner loop for volitional control of exercise work rate and an automatic outer loop to compute target work rate and control HR. Feedback design focused on disturbances caused by HR variability, by shaping the input-sensitivity function to give low-pass loop characteristics. Using five able-bodied subjects, command response tests revealed consistent, accurate and stable performance for all subjects with root-mean-square (RMS) HR tracking error $3.85 \pm 0.66$ bpm (mean $\pm$ SD) and average control signal power $1.62 \pm 0.13$ W$^2$. Disturbances in cadence were successfully rejected with RMS HR tracking error $5.78 \pm 0.63$ bpm and average control signal power $0.40 \pm 0.12$ W$^2$. Feasibility of the HR control strategy for end-effector robots was proven. The controller showed consistent behaviour for all command response and disturbance rejection tasks. Robustness was proven since the single LTI controller used a nominal model which was not specific to any of the five subjects. Physiological HR variability is the principal feedback design issue for HR control, while parametric/structural plant uncertainty is secondary.

1. Introduction
Gait rehabilitation is an important part of the treatment of patients with neurological impairments resulting from stroke or other conditions. Every second stroke leads to total or partial loss of walking ability (Go et al., 2013). In western industrialized countries, the annual incidence of stroke is approximately 180 per 100,000 (Kolominsky-Rabas & Heuschmann, 2002). Due to this high number of new stroke patients, with most patients able to benefit from gait rehabilitation, efficient training is needed. Robotics-assisted gait rehabilitation is thus increasingly used in the treatment of patients with movement disorders.

Various gait rehabilitation systems have been introduced to clinical practice. They all have the common goal of automating the process of fulfilling a physiological gait trajectory and supporting physiotherapists in their work. There are two main types of robotics-assisted gait rehabilitation systems: robotic exoskeletons (Westlake & Patten, 2009) and end-effector gait rehabilitation robots (Hesse, Waldner, & Tomelleri, 2010; Stoller, Schindelholz, Bichsel, & Hunt, 2014). A robotic exoskeleton (e.g. the Lokomat, Hocoma AG, Switzerland) enables the user to walk with partial weight unloading on a treadmill. End-effector gait rehabilitation robots (e.g. the GEO system, Reha Technology AG, Switzerland; and the Lyra, Ability Switzerland AG) for weight-compensated walking were recently developed. In order to imitate locomotion as naturally as possible, assisted stair climbing has been introduced in end-effector robots as an effective method of task specific training. It has been shown that the task of climbing up and down a flight of stairs takes less time when conventional therapy is accompanied by robotics-assisted gait training (Hesse, Tomelleri, Bardeleben, Werner, & Waldner, 2012).

Robotics-assisted end-effector-based training also offers a promising method for cardiovascular exercise in rehabilitation, especially due to the ability to implement the stair-climbing function (Stoller et al., 2014; Stoller, Schindelholz, & Hunt, 2016). Monitoring and prescribing heart rate under cardiopulmonary stress can play an important role during rehabilitation since heart rate reflects exercise intensity: heart-rate-guided training prescription for adults is long-established (Garber et al., 2011;...
Pescatello et al., 2014). The American College of Sports Medicine recommends for healthy adults a moderate-to-vigorous training intensity for 20–60 min on 3–5 days a week (Garber et al., 2011). Training intensity is determined by heart rate, described as a function of $HR_{\text{max}}$, the maximum age-dependent heart rate (Shargal et al., 2015). A previous study validated a feedback design method for heart rate control on the Lokomat (Schindelholz & Hunt, 2012). However, methods for using heart rate to establish exercise intensity during end-effector robotics-assisted gait training have hitherto been lacking.

A range of different feedback design approaches have previously been tested for heart rate control during conventional treadmill exercise. These methods comprise classical proportional-integral control (Kawada et al., 1999), robust control using a nonlinear state-space model (Cheng, Savkin, Celler, Su, & Wang, 2008), model predictive control with a Hammerstein model (Su et al., 2010), and other types of nonlinear compensation (Scalzi, Tomei, & Verrelli, 2012). These different approaches have been tested based on the perceived need to deal with uncertainty in the structure and parameters of the plant model, but they have largely neglected the need to have appropriate disturbance rejection behaviour in relation to physiological heart rate variability (HRV).

In contrast, recent studies describing novel approaches to feedback control of heart rate during treadmill exercise have highlighted the importance of very-low-frequency heart rate variability (VLF-HRV), (Buijs & Swaab, 2013). It has been proposed that dealing with VLF-HRV disturbances is the primary challenge for the design of feedback systems for heart rate control (Hunt & Fankhauser, 2016; Hunt & Maurer, 2016). These studies also demonstrated that accurate, stable and robust control performance can be achieved using a simple approximate plant model and linear feedback design. In the context of gait rehabilitation robotics, a further challenge is the need to embed the patient/subject within the overall feedback control strategy in order to achieve demanded work rate targets.

The main contribution of the paper is the development and empirical evaluation of an automatic heart rate controller for an end-effector robot; the approach is novel because, hitherto, heart rate control has not been applied to this type of robotic system. This development is advantageous because heart rate is the primary variable which is used for the prescription of exercise-training intensity, both for healthy individuals and in rehabilitation (Pescatello et al., 2014).

The aim of the present work was to develop and test a novel heart rate control strategy for end-effector robots, operated in stair-climbing mode. Following on from Hunt and Fankhauser (2016), the design approach gave particular attention to the VLF-HRV disturbance problem by focusing on shaping of the plant input-sensitivity function, and controller synthesis used a simple linear plant model which was not specific to any of the subjects tested. Empirical testing used five able-bodied subjects and focused on command response, disturbance rejection and robustness.

2. Methods

2.1. Materials and overall control structure

The end-effector gait rehabilitation robot (G-EO Evolution system, Reha Technology AG, Switzerland; see Figure 1) used in this study provides three different trajectory patterns: walking on-the-level, climbing upstairs and walking downstairs. In the present study, the G-EO was used in stair-climbing mode only, as this is most appropriate for provoking a substantial cardiopulmonary reaction (Stoller et al., 2014, 2016). During stair climbing, stepping cadence can be set on the range 1–70 steps/min and step height from 5 to 20 cm. For therapeutic use, weight-compensation and hip-stabilization is installed, but these were not employed in the present study with healthy subjects.

The standard G-EO system was augmented for this study with a visual biofeedback system (see Figure 1) to allow each subject to perform volitional control of exercise work rate ($P$); this human-in-the-loop volitional work rate controller is embedded within the overall heart rate controller structure (Figure 2). The end-effector footplates are equipped as standard with four force sensors each; measurement of footplate velocity is also available within the G-EO control software. The force and velocity signals allow the rate of work done by the

![Figure 1. G-EO system end-effector gait rehabilitation robot with visual biofeedback for volitional control of work rate. A: biofeedback-screen. B: robotic end-effector manipulators.](image-url)
subject while pushing down and pulling up on the footplates to be calculated: this power is denoted $P_{\text{actual}}$. The measured work rate $P_{\text{actual}}$ is displayed to the subject in real time on the visual feedback screen together with a target work rate signal $P_{\text{target}}$. During a 10-min open-loop warm up phase, subjects were familiarized with the task of modifying the forces applied to the footplates to keep the actual work rate close to the target; all subjects were able to react appropriately to follow step changes in $P_{\text{target}}$. When feedback control of heart rate is operational, the target work rate $P_{\text{target}}$ is continuously and automatically updated in real time as the output of the heart rate controller block (Figure 2).

The heart rate $HR_{\text{actual}}$ was measured using a chest belt monitor (model T34, Polar Electro Oy, Finland) and a receiver module (HRMI, Sparkfun Electronics, USA). The target heart rate $HR_{\text{target}}$, which in general can be programmed as an arbitrary profile over time, was set as described below. Using $HR_{\text{target}}$ and $HR_{\text{actual}}$ as inputs, the controller thus computed $P_{\text{target}}$ for display to the subject.

The overall control structure was implemented in real time using Labview (National Instruments Inc., USA) and integrated directly within the G-EO’s embedded control computer. Off-line calculation of controller parameters and post-test data processing were done using Matlab (MathWorks Inc., USA).

### 2.2. Subjects

Five healthy, able-bodied male subjects with no known cardiovascular, pulmonary or musculoskeletal problems participated in this study (see Table 1). All subjects were informed about risks and benefits and gave written informed consent prior to participation. The Ethics Review Board of the Canton of Bern in Switzerland approved the study (Ref.: KEK-Nr. 155/12).

### 2.3. Test protocol

Each subject participated in two heart rate control tests, each carried out on a separate day: there was a command response test (step changes in target heart rate, constant stepping cadence) and a disturbance test (constant target heart rate, step changes in cadence). Both tests consisted of a 10-min warm up, a 10-min rest and a 35-min evaluation phase (see Figure 3). For all tests, a step height of 18 cm was used.

### Table 1. Subject characteristics.

<table>
<thead>
<tr>
<th>ID</th>
<th>Age/y</th>
<th>Body mass/kg</th>
<th>Height/cm</th>
<th>$HR_{\text{max}}$/bpm</th>
<th>$HR_{\text{mid}}$/bpm</th>
</tr>
</thead>
<tbody>
<tr>
<td>S01</td>
<td>24</td>
<td>87</td>
<td>183</td>
<td>196</td>
<td>150</td>
</tr>
<tr>
<td>S02</td>
<td>26</td>
<td>80</td>
<td>183</td>
<td>194</td>
<td>148</td>
</tr>
<tr>
<td>S03</td>
<td>52</td>
<td>76</td>
<td>185</td>
<td>168</td>
<td>129</td>
</tr>
<tr>
<td>S04</td>
<td>23</td>
<td>77</td>
<td>180</td>
<td>197</td>
<td>151</td>
</tr>
<tr>
<td>S05</td>
<td>25</td>
<td>90</td>
<td>182</td>
<td>195</td>
<td>149</td>
</tr>
<tr>
<td>mean ± SD</td>
<td>30.0 ± 12.3</td>
<td>82.0 ± 6.2</td>
<td>182.6 ± 1.8</td>
<td>190.0 ± 12.3</td>
<td>145.4 ± 9.2</td>
</tr>
</tbody>
</table>

Notes: ID, subject number; SD, standard deviation; bpm, beats per minute; $HR_{\text{max}}$, age-predicted maximal heart rate, $HR_{\text{max}} = 220 – \text{age}$ (Shargal et al., 2015); $HR_{\text{mid}}$, heart rate at the transition between the moderate and vigorous training intensity regimes, $HR_{\text{mid}} = 0.765 \times HR_{\text{max}}$ (Pescatello et al., 2014).
Target heart rate $HR_{\text{target}}$ was derived for each subject from an individual, age-related mid-level heart rate denoted $HR_{\text{mid}}$. This is defined as the heart rate at the transition between the moderate and vigorous training intensity regimes, and is given by $HR_{\text{mid}} = 0.765 \times HR_{\text{max}}$ (Pescatello et al. 2014). Here, the individual age-predicted maximal heart rate is taken to be $HR_{\text{max}} = 220 - \text{age}$ (bpm) (Shargal et al. 2015).

The command response was tested using a target heart rate of $HR_{\text{target}} = HR_{\text{mid}} \pm 10$ bpm and a constant stepping cadence of 70 steps/min. Thus, target heart rate was changed periodically between a lower-level heart rate $HR_{\text{low}} = HR_{\text{mid}} - 10$ bpm and a higher-level heart rate $HR_{\text{high}} = HR_{\text{mid}} + 10$ bpm (protocol: Figure 3(a)).

The disturbance tests were conducted with a constant heart rate target of $HR_{\text{target}} = HR_{\text{mid}}$. A major disturbance was implemented in the plant by periodically changing the stepping cadence from $CD_{\text{high}} = 70$ steps/min to $CD_{\text{low}} = 24$ steps/min (protocol: Figure 3(b)). For subject S02, this change required intolerably large forces to be applied, therefore the disturbance test was repeated in this subject with $CD_{\text{low}} = 35$ steps/min. The value 70 steps/min is considered to be the nominal cadence because plant model-identification experiments were conducted at this stepping rate.

### 2.4. Outcome measures and analysis

Feedback controller performance was evaluated using three primary outcome measures: root-mean-square error for heart rate tracking

$$\text{RMSE}_{HR} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (HR_{\text{sim}}(i) - HR_{\text{actual}}(i))^2},$$ (1)

where $HR_{\text{sim}}(i)$ is the simulated output obtained from the nominal feedback loop; average power in changes in the control signal (target work rate $P_{\text{target}}$)

$$P_{\Delta P} = \frac{1}{N - 1} \sum_{i=2}^{N} (P_{\text{target}}(i) - P_{\text{target}}(i - 1))^2;$$ (2)

and RMSE for volitional work rate control

$$\text{RMSE}_{P} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (P_{\text{target}}(i) - P_{\text{actual}}(i))^2}.$$ (3)

All three outcomes were calculated over an evaluation time interval from 300 s to 1800 s (5–30 min). This interval covers the period from 5 min before the first step change in target heart rate or cadence until 5 min after the final step change (see Figure 3).
RMSE_{HR} gives a quantitative measure for the accuracy of heart rate tracking and regulation, while $P_{A}$ measures the intensity of control signal activity. RMSE_{d} describes the accuracy of the subject’s volitional control of target work rate.

### 2.5. Plant model and feedback design

With reference to the overall control structure (Figure 2), the plant for design of the automatic heart rate controller can be considered to be the transfer function from the target work rate $P_{\text{target}}$ to the actual heart rate $HR_{\text{actual}}$. The plant thus includes the human-in-the-loop volitional work rate controller and the physiological response of the human body to the imposed work rate. This structure can be simply represented as a standard feedback control system, where the nominal plant is now given as the transfer function $P_{d}$.

The plant thus includes the human-in-the-loop volitional system, where the nominal plant is now given as the transfer function $P_{d}$ (see Figure 4 and Equation (4)). In terms of generic signal descriptions, the reference signal $r$ corresponds to the target heart rate $HR_{\text{target}}$, the controlled variable (plant output) $y$ is the actual heart rate $HR_{\text{actual}}$, the control signal $u$ is the target work rate $P_{\text{target}}$, while the signal $d$ has been introduced to represent plant output disturbances. In the context of heart rate control, the disturbance $d$ principally models HRV, but, for the specific disturbance tests carried out in the present study, $d$ can also be considered to model changes in stepping cadence.

In line with previous recommendations (Hunt, Fankhauser, & Saengsuwan, 2015; Hunt & Fankhauser, 2016), the nominal plant is modelled here as a first-order linear time-invariant (LTI) system with steady-state gain $k$ and time constant $\tau$. This is represented in continuous or discrete time, respectively, as $P_{c}(s)$ and $P_{d}(z^{-1})$:

$$
\begin{align*}
 u & \rightarrow y: P_{c}(s) = \frac{k}{\tau s + 1} \quad \leftrightarrow \quad P_{d}(z^{-1}) = \frac{B(z^{-1})}{A(z^{-1})} \\
 &= \frac{b_{0}z^{-1}}{1 + a_{1}z^{-1}}, \quad (4)
\end{align*}
$$

The double arrow represents transformation between the continuous and discrete time domains with using a sample interval $T_{s}$. $A$ and $B$ are polynomials and, for the first-order case, the discrete model parameters $b_{0}$ and $a_{1}$, in terms of $k$, $\tau$ and $T_{s}$, are

$$
\begin{align*}
 b_{0} &= k(1 - e^{-T_{s}/\tau}), \\
 a_{1} &= -e^{-T_{s}/\tau}. \quad (5)
\end{align*}
$$

Model parameters $k$ and $\tau$ were determined empirically using least-squares identification as the average values obtained from two subjects performing open-loop square wave tests. Of these two subjects, only one continued to the closed-loop heart rate controller evaluation (Subject S01 in Table 1). In the identification tests, $P_{\text{target}}$ was a square wave of period 10 min and the exercise intensity was in the moderate-to-vigorous range. Averaging the two models obtained gave $k = 0.54$ bpm/W and $\tau = 65.85$ s, and these nominal values are adopted in the sequel for calculation of the controller parameters.

The feedback part of the heart rate controller is developed in discrete time using the nominal discrete-time model $P_{d}(z^{-1}) = B(z^{-1})/A(z^{-1})$, Equation (4). The compensator is taken to be the discrete LTI transfer function (see Figure 4)

$$
C(z^{-1}) = \frac{S(z^{-1})}{R(z^{-1})}, \quad (6)
$$

where $S$ and $R$ are polynomials.

For the application under consideration in the present work, it is particularly important to design the feedback part of the heart rate controller, $C$, to be insensitive to the HRV disturbance signal. This design requirement arises because the control signal $u$ is the target work rate $P_{\text{target}}$ which is presented to the subject via the visual feedback system and which has to be attained using continuous adaptation of the volitional forces applied on the footplates: this target is much easier to achieve, both cognitively and physically, if the control signal is relatively smooth and of low intensity.

This fundamental performance requirement can be directly addressed by consideration of the closed-loop

---

**Figure 4.** Structure of the discrete-time heart rate feedback control system with pre-filter $C_{pf}(z^{-1})$, feedback controller transfer function $S(z^{-1})/R(z^{-1})$ and nominal plant $P_{d}(z^{-1})$. 
input sensitivity function, denoted \( U_o \), which describes the relationship between the HRV disturbance term \( d \) and the control signal \( u \), viz.

\[
d \to u: \quad U_o(z^{-1}) = \frac{C(z^{-1})}{1 + C(z^{-1})P_d(z^{-1})} = \frac{A(z^{-1})S(z^{-1})}{A(z^{-1})R(z^{-1}) + B(z^{-1})S(z^{-1})}.
\]

(7)

Denoting the closed-loop characteristic polynomial as \( \Phi = AR + BS \), \( U_o \) becomes

\[
U_o(z^{-1}) = \frac{A(z^{-1})S(z^{-1})}{\Phi(z^{-1})}.
\]

(8)

To meet the design requirements, the controller transfer function \( C = S/R \), Equation (6), is purposely constrained in three ways:

1. To ensure zero steady-state tracking error for constant command signals, integral action is implemented by inclusion of the factor \( 1 - z^{-1} \) in the controller denominator polynomial \( R(z^{-1}) \), thus \( R(z^{-1}) = (1 - z^{-1})R'(z^{-1}) \). The controller then has infinite steady-state gain, that is, \( \lim_{z \to 0} |C(e^{-j\omega})| = \infty \).

2. To make the control loop insensitive to HRV disturbances in the frequency range above the required loop bandwidth, the controller transfer function gain is required to roll off to zero at high frequency, that is, \( C = S/R \) is designed to be low pass. This is achieved by making the transfer function \( C(z^{-1}) \) strictly causal (and not merely causal). Equivalently, \( C(z^{-1}) \), when expressed in terms of \( z \) rather than \( z^{-1} \), is made strictly proper in \( z \), and not merely proper. This constraint results in low-pass behaviour because \( \lim_{\omega \to \infty} |C(e^{-j\omega})| = 0 \) in this case. This condition is implemented by placing at least one step-up pure delay in \( C \), that is, by inclusion of the factor \( z^{-1} \) in the controller numerator polynomial \( S(z^{-1}) \).

Importantly, the low-pass character of \( C \) thus obtained also results in the input-sensitivity function \( U_o \) being low pass. This can be seen in two ways: (i) with \( z^{-1} \) in \( S(z^{-1}) \), \( U_o(z^{-1}) \) as given in Equation (8) is also strictly causal; (ii) at high frequency, \( |CP| \to 0 \) (both \( C \) and \( P \) are low pass) and with \( |CP| \ll 1 \) we get \( |U_o| = |C|/(1 + CP) \to |C| \) and \( \lim_{\omega \to \infty} |C(e^{-j\omega})| = 0 \).

3. A further technique can be employed to obtain a relatively non-dynamic control signal: not shifting the open loop poles by the feedback (Åström & Murray, 2008). This is achieved by a cancellation strategy where the open-loop plant denominator polynomial \( A(z^{-1}) = 1 + a_1z^{-1} \) (see Equation (4)) is included as a factor in the controller numerator polynomial \( S \). Taken together with the strictly causal requirement above, \( S(z^{-1}) \) has the form \( S(z^{-1}) = z^{-1}A(z^{-1})S'(z^{-1}) \).

With \( S = z^{-1}AS' \), the characteristic equation becomes \( \Phi = AR + BS = AR + Bz^{-1}AS' \) thus \( \Phi \) must also include \( A \) as a factor, that is, \( \Phi = A\Phi' \), and the characteristic equation simplifies to

\[
\Phi' = (1 - z^{-1})R' + Bz^{-1}S'.
\]

(9)

The appearance of \( A \) as a factor of \( \Phi \), that is, as a closed-loop pole polynomial, makes explicit that the open-loop poles are not shifted by the feedback. Under this constraint, with \( \Phi = A\Phi' \), the input-sensitivity function (8) simplifies to

\[
U_o(z^{-1}) = \frac{A(z^{-1})S(z^{-1})}{\Phi(z^{-1})} = \frac{S(z^{-1})}{\Phi'(z^{-1})}.
\]

(10)

Taken together, these three factors result in a constrained controller transfer function of the form

\[
C(z^{-1}) = \frac{S(z^{-1})}{R(z^{-1})} = \frac{z^{-1}A(z^{-1})S'(z^{-1})}{(1 - z^{-1})R'(z^{-1})}.
\]

(11)

Employing \( B(z^{-1}) = b_0z^{-1} \), Equation (4), consideration of the reduced characteristic equation (9) shows that a unique minimal-degree solution for the unknown controller polynomials \( R' \) and \( S' \) is obtained with the degrees of \( R' \), \( S' \) and \( \Phi' \) set to \( n_r = 1 \), \( n_s' = 0 \) and \( n_{\Phi'} = 2 \), respectively (Åström & Wittenmark, 2011). The final form for the controller transfer function (11) is thus

\[
C(z^{-1}) = \frac{S(z^{-1})}{R(z^{-1})} = \frac{s_0z^{-1}A(z^{-1})}{(1 - z^{-1})(1 + r_1z^{-1})} = \frac{s_0z^{-1}(1 + a_1z^{-1})}{(1 - z^{-1})(1 + r_1z^{-1})},
\]

(12)

and the two closed-loop poles, in addition to the roots of \( A(z^{-1}) \), are the roots of

\[
\Phi'(z^{-1}) = 1 + \phi_1z^{-1} + \phi_2z^{-2}.
\]

(13)

The algebraic equation to be solved for the controller coefficients is, from Equations (9) and (13),

\[
(1 - z^{-1})(1 + r_1z^{-1}) + b_0s_0z^{-2} = 1 + \phi_1z^{-1} + \phi_2z^{-2}.
\]

(14)

Comparison of the coefficients of like powers on each side of the above gives the unique solution

\[
r_1 = \phi_1 + 1,
\]

\[
s_0 = \frac{\phi_1 + \phi_2 + 1}{b_0}.
\]

(15)

The two free poles from Equation (13) are set using a time-domain specification of a 10–90% closed-loop rise
time \( t_r \) and critical relative damping \( \zeta = 1.0 \). To achieve this, the appropriate values for the \( \Phi' \) coefficients are (Hunt & Hunt, 2016)

\[
\phi_1 = -2e^{-3.35/t_r}t_r, \quad \phi_2 = e^{(-3.35 \times 2)/t_r}t_r. \quad (16)
\]

In order to decouple the command response from the relatively low-bandwidth feedback loop, a reference pre-filter \( C_{pf} \) was introduced (Figure 4). The closed-loop transfer function from the filtered reference signal \( r' \) to plant output \( y \) is

\[
r' \rightarrow y: \quad \frac{B}{AR + BS} = \frac{B}{\Phi}. \quad (17)
\]

Including the pre-filter, the overall closed-loop transfer function from the reference \( r \) to \( y \) is set to be the strictly causal function \( \Phi_{cl}(1)z^{-1}/\Phi_{cl} \) where the dynamics can be set by the denominator polynomial \( \Phi_{cl} \). Using Equation (17), this specification results overall in

\[
r \rightarrow y: \quad C_{pf} \cdot \frac{B}{\Phi} = \frac{\Phi_{cl}(1)z^{-1}}{\Phi_{cl}}. \quad (18)
\]

which can be solved for \( C_{pf} \) as

\[
C_{pf} = \frac{B}{\Phi} \cdot \frac{\Phi_{cl}(1)z^{-1}}{\Phi_{cl}} = \frac{\Phi_{cl}(1)}{b_0} \cdot \frac{\Phi'}{\Phi_{cl}}. \quad (19)
\]

Similarly to the two free poles for the feedback loop, the polynomial \( \Phi_{cl} \) was set to have degree 2,

\[
\Phi_{cl}(z^{-1}) = 1 + \phi_{1c}z^{-1} + \phi_{2c}z^{-2}, \quad (20)
\]

and its coefficients were calculated to give a 10–90% rise time \( t_{pf} \) and critical relative damping using (cf. Equation (16))

\[
\phi_{1c} = -2e^{-3.35/t_{pf}}t_r, \quad \phi_{2c} = e^{(-(3.35 \times 2)/t_{pf})}t_r. \quad (21)
\]

### 2.6. Controller calculation

The plant model Equation (4), as noted above, had steady-state gain \( k = 0.54 \) and time constant \( \tau = 65.85 \). For feedback control of heart rate, a sample interval \( T_s = 5 \text{s} \) is appropriate, for reasons detailed elsewhere (Åström & Wittenmark, 2011; Hunt & Fankhauser, 2016; Hunt & Hunt, 2016). Using Equations (4) and (5), these values result in parameters \( b_0 = 0.0395, a_1 = -0.9269 \) and, therefore, the nominal discrete-time plant model

\[
P_d(z^{-1}) = \frac{B(z^{-1})}{A(z^{-1})} = \frac{0.0395z^{-1}}{1 - 0.9269z^{-1}}. \quad (22)
\]

The desired rise time was chosen as \( t_r = 195 \text{s} \) giving, Equation (16),

\[
\phi_1 = -1.8354 \quad \text{and} \quad \phi_2 = 0.8422, \quad (23)
\]

and the controller coefficients, Equation (15),

\[
r_1 = -0.8354, \quad s_0 = 0.1716. \quad (24)
\]

From Equation (12), the controller transfer function \( C(z^{-1}) \) is

\[
C(z^{-1}) = S(z^{-1}) \cdot \frac{R(z^{-1})}{1 - (1 - 0.1590z^{-1})(1 - 0.8354z^{-1})}. \quad (25)
\]

With these controller parameters, the gain of the input-sensitivity function \( |U_o| \) has the desired low-pass characteristics (see Figure 5, blue line), thus making the feedback loop insensitive to HRV disturbances occurring at frequencies higher than the closed-loop bandwidth.

For design of the pre-filter \( C_{pf} \), a command response rise time \( t_{pf} = 150 \text{s} \) was chosen, which is considerably faster than the loop rise time \( t_r = 195 \text{s} \). Because \( \Phi = A\Phi' \), and using Equations (13), (20) and (21), \( C_{pf} \) is obtained from Equation (19) as

\[
C_{pf} = \frac{0.2827339 - 0.7809838 z^{-1} + 0.7998482 z^{-2} - 0.2206949 z^{-3}}{1.0 - 1.7886846 z^{-1} + 0.7998482 z^{-2}}. \quad (26)
\]

### 3. Results

The results for all five subjects for the command response and disturbance tests showed satisfactory performance (Figure 6): the command response tracking of heart rate target profiles was accurate and the control signal (target work rate) was smooth and well behaved in all cases (left column of plots in Figure 6); all disturbance rejection tests showed that the controller was able to recover from and quickly eliminate the disturbances induced by
the large step changes in stepping cadence (right column of plots in Figure 6). As noted in the Methods, Section 2.3, disturbances were implemented in the plant by periodically changing the stepping cadence from $C_{D_{\text{high}}} = 70$ steps/min to $C_{D_{\text{low}}} = 24$ steps/min, except for subject S02 where $C_{D_{\text{low}}} = 35$ steps/min was used. The red horizontal bars in Figure 6 indicate the time interval from 300 to 1800 s (5–30 min) over which the formal outcome measures were evaluated (Table 2).

This subjective behaviour was reflected in the objective, quantitative control-performance outcome measures (summary: Table 2). For the command response tests, root-mean-square (RMS) tracking error for heart rate across the five subjects was $\text{RMSE}_{HR} = 3.58 \pm 0.66$ bpm.
Table 2. Outcome measures for both test types.

<table>
<thead>
<tr>
<th>ID</th>
<th>Command response test</th>
<th>Disturbance test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE_{HR}/bpm</td>
<td>P_{\Delta P}/W^2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S01</td>
<td>3.15</td>
<td>1.65</td>
</tr>
<tr>
<td>S02</td>
<td>3.49</td>
<td>1.50</td>
</tr>
<tr>
<td>S03</td>
<td>4.70</td>
<td>1.49</td>
</tr>
<tr>
<td>S04</td>
<td>3.49</td>
<td>1.80</td>
</tr>
<tr>
<td>S05</td>
<td>3.05</td>
<td>1.68</td>
</tr>
<tr>
<td>mean ± SD</td>
<td>3.58 ± 0.66</td>
<td>1.62 ± 0.13</td>
</tr>
</tbody>
</table>

Notes: ID, subject number; RMSE_{HR}, root-mean-square tracking error concerning HR, Equation (1); P_{\Delta P}, average power of changes in P_{target}, Equation (2); RMSE_{P}, root-mean-square tracking error concerning P, Equation (3); SD, standard deviation; bpm, beats per minute.

(mean ± standard deviation) with a range of 3.05 to 4.70 bpm. Average control signal power was $P_{\Delta P} = 1.62 \pm 0.13 \text{W}^2$ (range 1.49 to 1.80 $\text{W}^2$). For the disturbance tests, RMS tracking error was $\text{RMSE}_{HR} = 5.78 \pm 0.63 \text{bpm}$ (range 4.92 to 6.66 bpm) and average control signal power was $P_{\Delta P} = 0.40 \pm 0.12 \text{W}^2$ (range 0.27 to 0.56 $\text{W}^2$).

A further single case illustrates the importance of the imposed low-pass constraint for the controller and the input-sensitivity function in this application. Subject S02 was tested with a non-low-pass controller, resulting in a non-low-pass input-sensitivity function (red trace for $|U_0|$ in Figure 5). The low-pass and non-low-pass results are juxtaposed in Figure 7. Analysis of the results with the non-low-pass controller gave RMS tracking error $\text{RMSE}_{HR} = 3.10 \text{bpm}$, average control signal power $P_{\Delta P} = 18.8 \text{W}^2$ and $\text{RMSE}_{P} = 52.5 \text{W}$. While the value $\text{RMSE}_{HR} = 3.10 \text{bpm}$ is close to the low-pass value of 3.49 bpm for this subject (Table 2, S02) and lies within the overall range for all subjects of 3.05 to 4.70 bpm, average control signal
power $P_{\Delta P}$ is higher by a factor of $\sim 13$ for this subject (1.50 vs. 18.78, low-pass vs. non-low-pass). This high level of activity in the control signal may make the volitional work rate control task more difficult for subjects. The RMS tracking error for work rate, $\text{RMSE}_P = 52.5$ W, is out with the range of 28.6 to 52.3 W observed across all five subjects with the low-pass controller (Table 2).

### 4. Discussion

The aim of this work was to develop and test a novel heart rate control strategy for end-effector robots, operated in stair-climbing mode. Feedback design focused on dealing with disturbances caused by physiological HRV. This was achieved by appropriate shaping of the plant input-sensitivity function to give low-pass loop characteristics.

The command response tests for all subjects were accurate, with a mean RMS heart rate tracking error of 3.58 bpm. This value is slightly higher than previous reports of heart rate control which used a conventional treadmill: using a similar low-pass input-sensitivity-shaping approach, Hunt and Fankhauser (2016) reported $\text{RMSE}_{HR} = 2.96 \pm 0.85$ bpm; using two non-low-pass control approaches, one linear and one nonlinear, Hunt and Maurer (2016) reported $\text{RMSE}_{HR} = 2.3 \pm 0.5$ bpm. In common with the behaviour seen in the present work, the non-low-pass approach gave slightly lower RMSE, but at the expense of a very high average control signal power. The lower RMSE seen in these treadmill studies, in comparison to the end-effector robot application, is probably due the fact that the treadmill does not require the subject to be involved in volitional control of the target variable computed by the controller: for the treadmill, the control signal is the treadmill speed which is set automatically by the motor; for the end-effector robot, it is the target work rate, which has to be maintained by the subject. The higher RMSE seen in the present work is likely also due in part to the lower bandwidth in this case; this was purposely selected to ease the subjects’ task of maintaining the target work rate.

The disturbance tests demonstrated rapid rejection of heart rate deviations induced by large step changes in stepping cadence. All of these tests (Figure 6, right column) showed a similar pattern of response. For a step down in cadence, there was a rapid initial drop in the subject’s work rate, taking it well below the work rate target. This was presumably due to the subject initially maintaining a similar level of force to that used immediately before the change in cadence (a lower cadence necessitates a higher force for a given work rate). The subject then rapidly increased force to regain the work rate target. This in turn caused the heart rate to rise substantially above the target heart rate, leading to the controller automatically reducing the target work rate to compensate the disturbance. This initial rise in heart rate, followed by a reduction in target work rate, points to the exercise at the lower cadence being metabolically less efficient, because, under steady-state conditions, it is clearly seen that the same heart rate is achieved at the lower cadence with a substantially lower work rate. The step changes from lower to higher cadence demonstrated converse behaviour, that is, the responses were symmetric. The disturbance rejection results show similar behaviour across all subjects, with low dispersion (standard deviation) of $\text{RMSE}_{HR}$ and $P_{\Delta P}$. 

---

**Figure 7.** Comparison of reference tracking tests for subject S02 with low-pass and non-low-pass control loop characteristics. (a) S02, C and $U_o$ low-pass. (b) S02, C and $U_o$ non-low-pass. (c) Legend for plots (a) and (b).
The single LTI controller used unaltered in all tests with all five subjects demonstrated good robustness. The results were consistent across subjects for both types of test, with low dispersion of all outcome variables. The LTI controller was designed using an approximate plant model. This nominal model was the average of two models obtained from identification tests with two subjects, only one of whom (S01) participated in the feedback control tests, therefore the model was not specific to any of the five subjects tested. These observations lend support to previous proposals that dealing with the HRV disturbance is the key design challenge for heart rate control, rather than issues of parametric and structural plant uncertainty (Hunt & Fankhauser, 2016).

The results showed that HRV is suppressed in certain frequency ranges by appropriate shaping of the input-sensitivity function (low-pass characteristics) to give low control signal power. The single result with a non-low-pass controller showed that, while RMSE<sub>HR</sub> can be slightly reduced, average control signal power <sup>P<sub>S</sub></sup> can be inflated to an unacceptable level (Figure 7, right side).

## 5. Conclusions

The results demonstrate the feasibility of the proposed heart rate control strategy for end-effector robots. The controller showed consistent behaviour for command response and disturbance rejection tasks for all five subjects. Robustness was proven since the single LTI controller was based on a nominal model which was not specific to any of the subjects tested. Physiological HRV appears to be the principal feedback design issue for heart rate control, while parametric/structural plant uncertainty is secondary.

The observed control performance is considered satisfactory for the able-bodied subjects studied here. To evaluate clinical feasibility, future studies of the proposed approach should be conducted with target groups of patients with neurological disorders. This may lead to the identification of modifications to or improvements in the control strategy.
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